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1 The AI of Ethics

Robert C. Williamson

Abstract. The spectacular rise of AI has lead to anxiety regarding the ethics of AI — how might one
conceive and control the ethical impacts of AI technology. I will first sketch the traditional framing
of “the ethics of AI.” I will then provide an inverse view, that sees AI as an extension of human
reasoning, with concomitantly different conclusions regarding decisional autonomy. I will further
argue that the solution to many ethical problems relies upon the better use of cognitive technologies
such as AI. That is, we have largely had it backwards — it is the AI of ethics that warrants our
attention, and the root of the harm is the use of AI, not the technology itself.

Invert, always invert!
— Carl Gustav Jacob Jacobi

1.1 Introduction

Anxiety regarding the ethical implications of the new(ish) technology of Artificial Intelli-
gence (AI) is widespread, and arguably is the contemporary version of the recurring civil-
isational anguish described by Arthur Herman (1997). Like the earlier worries regarding
“civilising the machine” arising from the apparent conflict between the new technologies
of the day (railroads, steam, and factories) and higher community ideals in the 19th cen-
tury (Mumford, 1944; Kasson, 1999), there is a common confounding of the technology
itself, and the means by which it is used. This chapter is primarily concerned with how the
technology can improve our ethical reasoning and behaviour. But this analysis presumes a
subject — who is it that the machine serves? In the conclusion, I will return to the point,
and locate, as eventually the 19th century critics of the then-new technologies did, the root
of harm in the choices made by humans as to how the new technologies are used, rather
than intrinsic failings of the technologies themselves. Thus my message, while simple, is
two-fold: rather than an autonomous machine, AI can be better thought of as a tool, that
can help humans make better ethical decisions, but as with any tool, much depends upon
whose hands control it, and to what end it is put.

Many technical problems open themselves to progress by the application of Carl Jacobi’s
dictum quoted above. In this chapter I invert the problem of the ethics of AI by reframing
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it as the AI of ethics. I introduce the reframing, arguing why it is warranted and useful. I
then summarize, in caricature form, seven common theses from the literature on the ethics
of AI. I subsequently offer some anti-theses from the inverse view of the AI of ethics.

The ethics of AI is typically framed as the problem of ensuring the ethical behaviour of
AI systems, especially with regard to the “making of decisions.” It is cast as a problem for
us humans to civilise and manage the dangerous technology of AI (which is considered to
be fundamentally different to all prior technologies), to control it, and to ensure that it im-
plements what we, in our unaided human decision making, have decided is the right thing
to do. A popular response is argumentation over which abstract principles should apply
(Jobin et al., 2019), with little to no recognition that these principles alone are far from
sufficient for the task, nor as universal as naively thought — compare the list of univer-
sals elaborated by Brown (1991) with the non-universality of fairness both linguistically
(Wierzbicka, 2006, pages 141–167) and politically (Fischer, 2012).

Inversely, the premise (and promise) of the AI of ethics is that the technology of AI,
being a part of human culture and inextricable from the modern human mind, is a powerful
tool which humans can use in order to make better ethical decisions. In the same way that
a craftsman can make better furniture by use of tools (which they may well have designed
and built), humans can raise their ethical standards and quality of ethical decision making
by virtue of delegating some tasks to AI technologies. Like any tool, since the first use of
a stick or rock, AI can be ethically misused, but the ethical harm comes from the use, and
is not something intrinsic to the technology.

My goal in this chapter (a longer version of which will be published elsewhere), is to sug-
gest that by alternatively framing the problem as “the AI of ethics” we are likely to make
more progress on what ultimately matters – improving the standard of ethical behavior of
the only moral agents that we care about – humans, including ourselves. I do not offer any
solutions; I am simply suggesting that a reframing of the problem could be very helpful; a
reframing which allows us to face squarely our own ethical deficiencies, allows a fair com-
parison with alternative methods of making ethical decisions, and illuminates the location
of the real source of the ethical problem with AI, namely with the behavior of individuals
and groups who sometimes use the tool of AI for ethically indefensible activities.

1.2 Seven theses on the ethics of AI

I now tersely sketch seven theses implicit in much recent consideration of the ethics of AI.

1.2.1 The problem is clear — AI machines have “bias” and this is one reason we
need to prevent them from making ethical decisions about people

There are several claims here. First, there is a well defined notion of “bias” that one can
sensibly talk about (this might be bias of a machine, or of data). Second, the distinction
between a human making a decision and a machine making one is clear. Third, indeed the
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distinction between human and machine (and machine and tool) is also clear. Fourth, the
problem is intrinsic to the technology — some AI technologies have properties that make
them ethically suspect; the job of technologists is to fix this problem with the technology.

1.2.2 AI is fundamentally different to other technologies; the artefact is the problem
This viewpoint is common regarding many new technologies: from the railroad to electric-
ity, they are often considered as unprecedented, autonomous (Winner, 1977), and threat-
ening because of the agency it has which threatens to “re-engineer humanity” (Frischmann
and Selinger, 2018). The changes threatened are absolute, and the introduction of the new
technology will lead to a total revolution (this last point is the “fallacy of total revolution”
as expressed by Corn (1986)). The essence of technology is the artefact, and the essence
of AI is the algorithm, which is a well defined notion. It is these AI algorithms that need
to be regulated, certified or otherwise controlled. The reason AI is different is because
it, unlike all prior technologies, is a cognitive technology that “makes decisions” and thus
encroaches upon what was previously the exclusive preserve of humans. Because of this
difference, none of the lessons learned from previously new technologies is of relevance.

1.2.3 Goodness is manifest to humans, as is their ethical reasoning, and human
ethical reasoning is the gold standard, but this is not quantifiable

Humans just “know” what is good — we have an intuitive sense of right and wrong, and
this is a qualitative, transcendental notion. Any attempt to reduce it calculation is a denial
of what is greatest about humanity. Likewise, any attempt to use mathematical reasoning
to analyse different notions of fairness just proves that mathematicians have missed the
transcendental and ineffable nature of ethical choice (Powles and Nissenbaum, 2018).

1.2.4 Ethics is reasoning which is all done inside a human’s head
Ethics is the use of reason to solve moral problems, which needs to be done (wholly)
inside people’s heads (this is the internalist, representational or “neurocentric” view of
mind (Malafouris, 2013)). Reasoning is conscious thinking, which like our knowledge,
lives in, and is done, purely inside our head. Furthermore, we know our own minds:

Knowledge of our own mental states seems to be authoritative, in the sense that if we
think we are in a particular mental state that cannot be challenged. Knowledge of our own
mental states seems also to be privileged, meaning that we know the contents of our own
minds always better than we know the contents of the minds of other people. Another
important feature that is related to introspection is immediacy. This notion implies that
introspective beliefs, as opposed to perceptual beliefs, are non-inferential and non-evidence
based (Aydin, 2015, page 77).

1.2.5 Ethical decisional autonomy is binary and unambiguous
If one delegates some decisional autonomy to a machine, then one is morally negligent: a
common example is the use of GPS systems to navigate which (supposedly) implies “to
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navigate by GPS requires no sense of where you are” (Frischmann and Selinger, 2018).
Humans have autonomy; machines should not. And autonomy is a thing that single indi-
viduals have, not groups, contra Mackenzie and Stoljar (2000). Autonomy is essentially
related to the notion of undue influence (Niker et al., 2018). If we do not watch out, we
will lose our human self-rule to that of machines.

1.2.6 Decisions are conceptually, spatially, and temporally atomic
The notion of “making a decision” is unambiguous. Decisions are conceptually indivisible
(atomic). Furthermore, they are “made” at a unique and precise point in time and space by
a single agent. This implies that a decision has to be “made” either by a human, or by a
machine.

1.2.7 Ethical decision making should be reserved to unaided humans, not machines
There is a deep seated, justifiable belief, that machines simply should not make ethical de-
cisions (Bigman and Gray, 2018). Implicit in this is that anything mechanical is anti-human
(Button et al., 1995, Chapter 3) and values are fundamentally irreducible to mechanism, in
the sense that no mechanism can possibly represent them (Midgley, 1994, Chapter 9).

Misunderstandings of the nature of machines exacerbate the belief in this thesis:

An evolved being is not one made like a machine. Unlike machines, which typically have
a single, fixed function, evolved organisms have a plurality of aims, held together flexibly
in a complex but versatile system. It is only this second, complex arrangement that could
make our kind of freedom possible at all (Midgley, 1994, pages 163–164).

1.3 Seven (anti)theses on the AI of ethics

I now build on the ground of the previous section by developing an antithetical perspective
on the seven theses above.

1.3.1 “Bias” is a misleading way to frame the problem
There is no doubt that significant harm has been caused to many people from the use of
AI decision technologies. And there is also no doubt that many varieties of “bias” can be
partially held to blame in part for this. Without diminishing the value of analysing such
“biases”, I want to suggest an alternate framing of the problem. One difficulty of framing
the ethics of AI in terms of the search for removal of “bias” is that the word can mean so
many different things (Olteanu et al., 2019) and furthermore, these meanings are often not
made explicit (Blodgett et al., 2020). Other examples include (Cowgill and Tucker, 2019)
which leans on the definition of “biased action” due to (Becker, 1971), and the well known,
but still not well understood, phenomenon of selection bias (Meng, 2018).

However, my concern with “bias” is that it tends to try and isolate the cause of a problem
that can not be so isolated. What causes harm is the complete decision making system,
which is affected by the formulation of the problem being solved, the decision as to what
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data to collect and how, various corruptions of that data, the goals specified for the decision
(which may encode all manner of strategic choices), and the potentially flawed implemen-
tation of goals via inadequate algorithms. There are indeed a multitude of ways of getting
things wrong. But there are also a multitude of ways of getting things “right” in the sense
that there are many potential ethical desiderata one may wish to impose. Suppose one
concludes that matching the false positive rate of a classifier to the population proportions
across sensitive features is your desired goal. Then generically you can not expect, neces-
sarily, that the false negative rate will also match. This is not a consequence of “bias” in
the algorithm or the data: it is simply the fact that you made one ethical choice out of the
infinite number you may have.

Contrast the common way AI technologies are used to make decisions with a properly
run scientific experiment. In the experiment, the goal is declared first, and data is gather
subsequently with a view to that goal. All sources of potential error are assessed and
mitigated as much as possible before gathering the data. The starting point of using AI to
make decisions is often some pre-existing data, perhaps accumulated for other purposes.
The particular data available is a consequence of decisions made long ago for reasons
perhaps unknown. One can give the name “bias” to the errors arising in this setting, but I
claim this is unhelpful because it is not the removal of this “bias” that is needed, but rather
that the end-to-end system needs to be considered holistically and analysed before the data
is gathered.

1.3.2 AI is a technology, which shares many attributes with other technologies, and
is part of human culture

In a very real sense, tools created Homo Sapiens.
— Sherwood L. Washburn (1959)

AI is a fantasy, an idea, an artefact, a tool, a mechanism, a machine, a technology, a
business model, or a marketing tool. Perhaps it is all of these. Clarifying how we should
conceive of AI seems necessary in order to reason sensibly about its ethical ramifications.
Artefacts are the most tangible manifestations, but this causes problems since artifacts have
multiple meanings (Engeström, 1990). Technological artefacts are often ascribed politics,
most famously by Langdon Winner (1980) regarding the bridges spanning Robert Moses’
Long Island parkway: “Moses wanted to keep poor African Americans, who would have
had to use buses that could not negotiate his over-passes, from certain suburban areas”
(Mitcham, 2014, page 17). Alas, as shown by Woolgar and Cooper (1999), Winner’s
ascription is false, as evidenced by their documentation of long operating bus routes on the
parkway. If one can get the “politics of an artefact” as mundane as a bridge so spectacularly
wrong, what hope is there with something more complex like AI?

The history of technology sees all such categorisations (of what technology is) as fuzzy
at best (McNeil, 1990), with some authors concluding there is an irreducible plurality of
viewpoints necessary to understand cybernetics and AI (Cordeschi, 2002). For the pur-
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poses of this chapter, noting the ambiguity, I argue it is better to think of AI as a decisional
or prediction technology (Agrawal et al., 2018), which requires answering the question:
what is a technology? Technology is not merely its artefacts; a compelling definition is
that it is simply knowledge (Layton, 1974), particularly useful knowledge (Mokyr, 1990) or
(reflecting technology’s evolutionary trajectory) successful knowledge (Levinson, 1988),
which extends our human capabilities, and this is the critical difference between techno-
logical artefacts and other objects (Lawson, 2008, 2010).

Another important distinction is that between tool and machine; AI is almost universally
construed as the latter. The distinction is partly one of familarity (the modern hand-held
electric power drill would be considered a fantastical machine a century ago; now it is a
mundane tool that one takes for granted). This reflects the observation of Gunkel (2012,
page 31): “as Karl Marx pointed out, [experts in mechanics] often confuse these two con-
cepts, calling ‘tools simple machines and machines complex tools,’ there is an important
and crucial difference between the two, and that difference ultimately has to do with the
location and assignment of agency.” Tools have evolved over time, from the earliest prim-
itive rocks and stones (Childe, 1944; Oakley, 1965), but their development is inextricably
tied to the growth of human knowledge and human intelligence (Sternberg and Preiss,
2005). The additional agency that is sometimes ascribed to machines (Hodges, 2008) does
indeed seem relevant for the consideration of AI, but most of the literature seems to adopt
the thesis that autonomy is dichotomous (see the discussion of autonomic hierarchies in
subsection 1.3.7) which forces an unjustifiable hard choice.

All technologies offer benefit and cause harm: “Technology is neither good nor bad;
nor is it neutral” (Kranzberg, 1986, page 545). Fair comparisons with non-technological
processes for making ethical decisions are rare. Cowgill and Tucker (2019, page 39) ob-
served that ethical failings can be more manifest in digital systems because one can more
easily measure the effects. Indeed, some jurisdictions prohibit the aggregation of statis-
tics regarding human decisions made by certain privileged groups, such as judges, which
would be necessary to detect such ethical shortcomings (Taylor, 2019), thus guaranteeing
a technological tool (the performance of which can be measured) will always look worse!
The notorious Amazon recruiting tool reportedly would have worked better than humans,
but because its perceived ethical shortcomings were so manifest, it was deemed (far) worse
than the poorer performing but opaque human alternative (Cowgill and Tucker, 2019, page
44). It seems unreasonable to worry about ethical shortcomings of technological deci-
sion systems when shortcomings of current human systems are not merely invisible, but,
in some cases, are guaranteed so by legislation, for example by prohibiting the gathering
relevant data as in the case of the French judges (Taylor, 2019).

1.3.3 Ethical reasoning is not manifest, but can be quantified
Moral decision making is built upon reason: Sapolsky (2017, page 479) writes of the “pri-
macy of reasoning in moral decision making.” Anguish over the knowability and trans-
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parency of algorithmic moral reasoning suggests we should, to be fair, ask to what extent
is our own unaided moral reasoning knowable and transparent to us. Whether our moral
reasoning is manifest is comprehensively answered by (Haidt, 2007; Graham et al., 2011):
experiments with challenging ethical scenarios repeatedly show subjects holding very firm
views as to the ethically right decision, but being utterly unable to articulate why. Greene
(2013) calls this “the tragedy of commonsense morality”. This is arguably a consequence
of a deeper problem, namely that we do not know our own minds, neither its immediate
percepts, nor its reasons (Nisbett and Wilson, 1977; Wilson, 2002): “Few things are more
completely hidden from my observation than those hypothetical elements of thought which
the psychologist finds reason to pronounce ‘immediate’” (Pierce, 1958, CP8.144); “There
is a substantial and growing body of evidence suggesting that much of what we do, we do
unconsciously, and for reasons that are inaccessible to us” (Greene, 2008).

Greene (2008), argues that the difference between deontological and consequentlist moral
reasoning is a difference of cognition and information processing: the difference between
“stereotyped and flexible behavior.” Crockett (2013) describes this as “multiple decision
systems.” Greene (2008) distinguishes “intuitive emotional responses [which] drive prepo-
tent moral intuitions while ‘cognitive’ control processes sometimes rein them in. Educa-
tion is to a large extent the development of one’s ‘cognitive’ capacities, learning to think in
ways that are abstract, effortful, and often either nonintuitive or counterintuitive.” But it is
well recognised that “only in hypothetical examples in which ‘all else is equal’ does con-
sequentialism give clear answers. For real-life consequentialism, everything is a complex
guessing game, and all judgments are revisable in light of additional details. There is no
moral clarity in consequentialist moral thought, with its approximations and simplifying
assumptions. It is fundamentally actuarial.” (page 64, italics added). It is precisely the
difficulty of performing this consequentialist reasoning in the presence of uncertainty that
motivates the use of external “actuarial” technologies designed for that very purpose —
namely Machine Learning, a type of AI.

Human moral reasoning is not manifest, and it seems that further understanding requires
mathematization, and mathematical reasoning relies heavily on external technologies, the
most recent of which is formal statistical decision theory (French and Insua, 2000), which
underpins modern machine learning and artificial intelligence.

1.3.4 Unaided human ethical decision making is not the gold standard, and proper
behaviour has to take account of context

Ethical decision making is almost always reasoning under uncertainty, and unaided hu-
mans are terrible at this (Tversky and Kahneman, 1974). We can not even easily accept
alternative beliefs (Golman et al., 2016), and there is a strong sense of “value homophily.”
Many hold “a belief that the rules governing proper behavior should be universal vs. a
preference for particularistic approaches that take into account the context and the nature
of the relationships involved” (Nisbett, 2003, pages 61–62) and (literally) fight to the death
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over the principles, rather than the decision itself; confer the story related in (Jonsen and
Toulmin, 1988) regarding unanimous agreement about a challenging ethical decision, but
vehement disagreement about the reasons supporting the decision.

The technology of AI is not a gold standard either, but it is a tool that has the potential
to allow us to raise our standards in a manner that takes account of context better than we
can because of its better information processing abilities.

1.3.5 Human ethical decision making has always relied upon technology
Just as you cannot do very much carpentry with your bare hands,

there is not much thinking you can do with your bare brain.
— Daniel Dennett (2000)

What is to be made of the fact that philosophical thinking cannot be
carried on by the unaided human mind but only by the human

mind that has familiarized itself with and deeply interiorized the
technology of writing? — Walter Ong (2012, pages 169–170)

A traditional view of moral reasoning is that it is a unique human privilege, and arguably
defines our very humanity. The idea that not only could future technologies assist in this
endeavour, but that current and past technologies have been doing so for ages, would likely
be met with disbelief by many. Nevertheless, if one thinks of technology as a mediator it
is clear that they do indeed play such a role:

Technologies play an important role in virtually every moral decision we make. The de-
cision how fast to drive and therefore how much risk to run of harming other people is
always mediated by such things the layout of the road, the power of the cars engine, the
presence or absence of speed bumps and speed cameras. The decision to have surgery or
not is most often mediated by all kinds of imaging technologies and blood tests, which help
to constitute the body in specific ways and organize specific situations of choice (Verbeek,
2011, page 59).

The aversion to the use of technology in moral decision making perhaps stems from the
rule-like nature of technology, which (appears to) remove the act of choice from the human:

My claim is that the resistance against the idea that technologies are morally significant is
in fact a resistance against the need to give up the modernist idea that actions and decisions
can only be moral when they are the sole product of individual human choice without
external influences (Verbeek, 2014, page 76).

The concern is perhaps the apparent blackness of the boxes AI lives in:

Something about the phrase ‘black box’ — a common description of machine learning
techniques — may make machine learning sound incompatible with notions of account-
able government. But it would be more accurate to view machine-learning algorithms, or
any other statistical procedures, not as complete black boxes, but rather as extensions of
existing human decision making. . . Democratic government itself, in a collective sense, is
decision making according to the algorithm of majority rule (Coglianese and Lehr, 2016).
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1.3.5.1 Cognitive technologies and AI We have delegated some cognition to “cogni-
tive technologies” for centuries: “civilization advances by extending the number of im-
portant operations which we can perform without thinking about them” (Whitehead, 1911,
Chapter 5); “the more of the details of our daily life we can hand over to the effortless
custody of automatism, the more our higher power of mind will be set free for their own
proper work” (James, 1918, page 122). Young children autonomously adopt the viewpoint:
“‘When you program a computer, there is a little piece of your mind and now its a little
piece of the computers mind,’ said Deborah, a sixth- grade student in an elementary school
that had recently introduced computer programming into its curriculum” (Turkle, 2005,
page 1). In this subsection I explore the notion of a cognitive technology, and argue that
this is a useful way to think about AI, especially with regard to ethical concerns. As will be
obvious to anyone who consults his paper, I am greatly indebted to Peter Skagestad (1993),
who carefully developed the cognitive technology perspective that the digital computer is
fruitfully regarded as a means for augmenting human thought by automating and acceler-
ating the production and manipulation of symbols, rather than as an independent source of
thought.

One can only get so far with hand tools; for harder problems we need power tools. Doug
Engelbart (1962) pursued the amplificatory idea of Ross Ashby (1957): “it seems to fol-
low that intellectual power, like physical power, can be amplified.” Engelbart sought to
achieve such intelligence amplification via augmentation with computers, and he argued
that such a goal warranted the most serious consideration because “man’s problem solving
capability represents possibly the most important resource possessed by a society” (Engel-
bart, 1962, page 131). Many of the computing technologies we now take for granted are
the consequence of the line of work that Englebart initiated. To date, most of the problems
considered for such augmentation by computer have been non-ethical. But there is no rea-
son why our ethical reasoning abilities can not be similarly amplified and extended. We
should consider the IA of ethics — that is Intelligence Augmentation — (Skagestad, 1996)
to aid our ethical reasoning.

Modern cognitive technologies do raise a worry (for some) that we humans will be made
redundant. Howard Rheingold (2000), in his lively history of “tools for thought,” observed
“Few people object to the notion of understanding things that nobody understands – until it
is suggested that the agent for achieving that understanding might be an intelligence that is
made of silicon rather than protoplasm.” He suggested a remarkably simple way to alleviate
the concern about redundancy: one should not automate the work, only the materials: “if
you like to play music, do not build a ‘player piano’; instead program yourself a new kind
of instrument.” This perspective can be seen to be one where the tool is a mediator, not a
replacement (Verbeek, 2008a). What might such ethical instruments look like?

“Non-cognitive cognizers” (the phrase is due to Hayles (2017)) such as computers have
long been recognised as language technologies, not mere number crunchers (Nofre et al.,
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2014). But language itself, especially alphabetic written language, is a technology par
excellence. Understanding written language as a technology, and its role in ethical reason-
ing is arguably helpful to understand the potential role of AI in solving ethical problems.
Finally, while viewing AI as an intelligence amplifier is indeed helpful, it does not mean
that the human mind (in one’s head) is not changed by it; on the contrary, the continued
use of such cognitive technologies changes our thinking even when we are not using them
(Malafouris, 2013, page 81).

1.3.5.2 From orality to morality — technologising philosophy
The Greek alphabet . . . [is] a piece of explosive technology, revolutionary

in its effects on human culture, in a way not precisely shared by any
other invention. — Eric Havelock (1982, page 6)

Language does for intelligence what the wheel does for the feet and
the body. — Marshall McLuhan (2011)

The relationship between philosophy and technology is almost universally considered to
one of “the philosophy of technology,” and the idea that technology has something to offer
philosophy would be seen by many as absurd (Levinson, 1982). The philosopher sits in
his armchair and ponders the philosophical implications and assumptions of technology.
But as Levinson (1988, page 72) observes, he would be well served to pay more attention
to the technology of the armchair itself; one can not do armchair philosophy without it!
More fundamentally, one can not do philosophy without the information technology of
writing. In this subsection I go beyond this observation to argue that the introduction
of the technology of alphabetical writing commenced the exteriorisation of our intellect,
and underpinned the very development of moral philosophy, and that this insight offers us
guideance for the study of the ethical ramifications of AI.

It is common to consider language first as a communication technology, and only second
as a cognitive technology, although this view is now being challenged (Reboul, 2015) via
the notion that the communicative function is a consequential exaptation of its original
cognitive function. Walter Ong described the effects of “technologising of the word”:

Philosophy and all the sciences and ‘arts’ . . . depend for their existence on writing,. . . they
are produced not by the unaided human mind but by the mind making use of a tech-
nology that has been deeply interiorized, incorporated into mental processes themselves.
. . . Philosophy . . . should be reflectively aware of itself as a technological product – which
is to say a special kind of very human product. Logic itself emerges from the technology
of writing (Ong, 2012, page 169).

Jack Goody (2000, pages 140-141) considered writing as a “technology of the intellect.”
In doing so, he “was not thinking primarily of the immediate implications of different
types of script, the level of technique, but rather of what kinds of cognitive or intellectual
operations could be carried out in writing that were impossible, difficult, or less efficient
in speech.” Marshall McLuhan (2011, page 389) suggested some direct answers to such a
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question: “The uniformity and repeatability of print created the political arithmetic of the
seventeenth century and the hedonistic calculus of the eighteenth.”

Crediting language and writing with much in human development is hardly new (Sproat,
2010), and the alphabet in particular is singled out for especial credit (McLuhan and Logan,
1977; Logan, 2004). Writing forms an external memory system, greatly increasing our
information processing power (Logan, 2007). There is no going back:

The growth of the external memory system has now so far outpaced biological memory
that it is no exaggeration to say that we are permanently wedded to our great invention,
in a cognitive symbiosis unique in nature. External memory is the well of knowledge at
which we draw sustenance, the driving force behind our ceaseless invention and change,
the fount of inspiration in which succeeding generations find purpose and direction and
into which we place our own hard-won cognitive treasures (Donald, 1991, page 356).

Harold Innis (1950), noting the danger of such broad generalizations, observed
[T]he art of writing provided man with a transpersonal memory. Men were given an ar-
tificially extended and verifiable memory of objects and events not present to sight or
recollection. Individuals applied their minds to symbols rather than things and went be-
yond the world of concrete experience into the world of conceptual relations created within
an enlarged time and space universe. . . . Writing enormously enhanced a capacity for ab-
stract thinking . . . . Man’s activities and powers were roughly extended in proportion to the
increased use and perfection of written records.

Nowadays,“external memory is a critical feature of modern human cognition” (Donald,
1991, page 312). Clearly the development of writing, and then printing, vastly influenced
the modes and means of communication. But, for our purposes, what is more interesting
and suggestive is the way it changed how people thought. Richard Nisbett (2003, page
156) suggested

Greek and other Indo-European languages encourage making properties of objects into
real objects in their own right – simply adding the suffix ‘ness’ or its equivalent. . . . [T]his
practice may foster thinking about properties as abstract entities that can then function as
theoretical explanations.

But how can features of a language affect the way we think about moral questions, and
what has this to do with the ethics of AI? The first question has been comprehensively
answered by Eric Havelock (1963, 1978, 1986), who argued that the critical event was
Plato’s discovery of the method of abstraction:

Here is a new frame of discourse and a new kind of vocabulary offered to the European
mind. We take it for granted today as the discourse of educated men. It does not occur
to us that once upon a time it was necessary for it to have been discovered and defined
and insisted on, so that we could easily and complacently inherit it. This discovery is
essentially Plato’s, even though he is building on a great pioneering effort in this same
direction which had preceded him (Havelock, 1963, page 26).

Without abstraction, there is limited communication (Levinson, 1988, page 120). Without
abstraction, there is no conceptual thinking, only “image-based” thinking — like Funes the



MITPress NewMath.cls LATEX Book Style Size: 7x9 June 3, 2020 3:55pm

12 Chapter 1 The AI of Ethics

Memorious, one would be “not very capable of thought” because “[t]o think is to forget dif-
ferences, generalize, make abstractions” (Borges, 1970, page 94). And without abstraction,
there is no concept of “justice” only “situational thinking” (Havelock, 1978). Psycholo-
gists have shown the importance of levels of abstraction in the way humans (Rosch et al.,
1976; Rosch, 1978) and other species (Vonk and MacDonald, 2004) categorise the world,
and for determining our intellectual and managerial ability (Jaques, 1978).

A “philosopher” is a person who has mastered this device of abstraction:

The clues to the history of the word ‘philosopher’, and therefore to a history of the idea of
philosophy, are first fully supplied in the Republic itself, where the type of person symbol-
ised by this word is identified simply as the man who is prepared to challenge the hold of
the concrete over our consciousness, and to substitute the abstract (Havelock, 1963, page
281).

Later, Havelock (1986, page 4) distilled his argument as follows:

The argument as completed offered the twin proposal that the notion of a moral value
system which was autonomous, while at the same time capable of internalization in the
individual consciousness, was a literate invention and a Platonic one, for which the Greek
enlightenment had laid the groundwork, replacing an oralist sense of ‘the right thing to do,’
as a matter of propriety and correct procedure.

If the idea of material objects playing such a significant role in the development of our
thinking abilities is hard to swallow, it is perhaps worthwhile instead considering the idea of
externality and social relations: “Social relations make artefacts out of persons” (Strathern,
1998, page 135). This helps make the notion of external storage (and indeed external
cognition) perhaps less confronting — it simply becomes the way your society “thinks”.
This idea is hardly new:

Cognition is the most socially-conditioned activity of man, and knowledge is the paramount
social creation. The very structure of language presents a compelling philosophy charac-
teristic of that community, and even a single word can represent a complex theory. . . . every
epistemological theory is trivial that does not take the sociological dependence of all cog-
nition into account in a fundamental and detailed manner (Fleck, 1935/1979, page 42).

Thus the very development of conceptual and theoretical thinking, which is essential to
ethical reasoning, relies upon technology! Bentley and O’Brien (2012, page 2) describe
“the appearance of technology capable of accumulating and manipulating vast amounts of
information outside humans” as a “cultural tipping point” to which “all other features [are]
derivative.” AI is arguably the next step in this journey.

1.3.5.3 Implications for AI The significance (for questions of AI) is that the cognitive
structures underpinning these theoretic cultures “exist mostly outside the individual mind”
and rely upon technological hardware in the form of external memory devices: “Theoretic
culture was from its inception externally encoded; and its construction involved an entirely
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new superstructure of cognitive mechanisms external to the individual biological memory”
(Donald, 1991, page 274).

Any legitimate statistical reasoning requires abstract thinking; perhaps this is why the
ecological fallacy remains so prevalent (since it the very notion of a statisitical population
is an abstraction) (Robinson, 1950; Freedman, 1999), and why there are such political
anxieties about the use of statistics at all (Desrosières, 1998). Since much moral reasoning
requires actuarial reasoning about aggregates, our unaided human intuition needs all the
help it can get from a range of cognitive technologies in order to perform sound moral
reasoning. Foremost amongst these are mathematical and statistical reasoning, which is
best performed by machine (because machines can be built to perform it more accurately
and quickly than unaided humans). AI thus becomes essential for ethical reasoning.

1.3.6 Decisions are nonatomic
What does it mean to “make a decision”? As usual, dictionaries are of little help: the Ox-
ford English Dictionary defines “to make a decision” simply as “to decide”. And “decide”
is defined as “To determine upon as a course of action; to resolve to do (something) or bring
(something) about” or “the action, fact, or process of arriving at a conclusion regarding a
matter under consideration; the action or fact of making up one’s mind as to an opinion,
course of action, etc” which surfaces the core problem — how does this “determining” or
“resolving” occur?

There are several distinct ideas hidden inside the phrase “making a decision”:

To say that a person has made a decision may mean (1) that he has started a series of
behavioral reactions in favor of something, or it may mean (2) that he has made up his
mind to do a certain action, which he has no doubts that he ought to do. But perhaps the
most common use of the term is this: ‘to make a decision’ means (3) to make a judgment
regarding what one ought to do in a certain situation after having deliberated on some
alternative courses of action (Ofstad, 1961, page 15).

The presence of technological augmentation is usually considered as interfering with the
autonomy of this judgement: Eilon (1969) analyses a situation where a “data processing
facilty” may “encroach” on a decision makers domain by “by taking over parts or the whole
function of analysis”. He singles out the control that the person has: “In the extreme case,
when control is completely impersonalistic, the decision-maker ceases to have a meaning-
ful role; he ceases to be a decision-maker.” But this presumes that the person was not the
commissioner of the data processing facility (which may or may not be true).

The standard presentation of statistical decision theory is that there is a set of theories or
outcomes X and a set of actions (or “decisions”) A and a loss function L : X × A→ R̄. The
set X can be thought of as states of the world, one’s features, a representation of the world,
or as “outcomes” and for each x, a 7→ L(x, a) is typically viewed as a (negative) outcome-
contingent utility (French and Insua, 2000) that codifies the cost of making decision/action
a in the situation that x occurs. The goal, in such theories, is to construct a function d from
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some the set X to the action set A that minimizes L(x, a) in some sense (one might minimize
certain averages with respect to given probability measures, or one might minimize over a
the maximum over x). In the sequential decision theory set-up, one plays an iterated game
in which each move is effectively a problem as described above (Wald, 1947).

Thus, from the standpoint of (statistical) decision theory, “making a decision” reduces
to determining the entire decision function d : X → A. Whereas in common parlance,
“making a decision” is more akin to evaluating d at some particular x ∈ X. This distinction
highlights that one needs to think about the problem at two levels: the determination of the
overall decision function d : X → A, and the evaluation of it in a particular instance d(x).

This illustrates the conceptual non-atomicity of “making a decision”: when is the deci-
sion really “made”? When one constructs the decision function, or when one evaluates it?
This distinction can be further refined: one can extend the notion of a decision function to a
higher order function d : X1 → X2 → A. Thus given some x1 ∈ X1, one has a more specific
function d(x1) : X2 → A. When x2 ∈ X2 becomes available, one can evaluate d(x1)(x2) ∈ A
to determine the final action. Things get interesting when you think that today, using infor-
mation x1 ∈ X1, you will compute d(x1) and tomorrow, when x2 ∈ X2 becomes available,
you will compute d(x1)(x2). Consider the simple example due to French and Insua (2000,
Page 9), which they used to distinguish between “decision” (made using full powers of
reason) and “choice” (which is instinctive and intuitive): “When offered a cigarette, an
individual makes an unthinking choice and refuses it. But long ago, he or she may have
deliberated and decided upon a policy of no smoking.” His “policy” is simply the function
d(x1)(·).) This is (modulo notation, and ignoring the overall evaluation criteria) no different
to the classical sequential decision theory set-up. But your future self of tomorrow is not
you now, so there seems little difference to suppose that you compute d(x1), but another
person determines d(x1)(x2). Obviously this can be extended to arbitrary hierarchies with
d : X1 → X2 → · · · → Xn → A. And there is no need for the passage of any time between
the two steps, as long as they are done in order.

But if one is conceptually comfortable delegating the computation of x2 7→ d(x1)(x2)
to another person, one can equally well delegate it to a machine . . . a “non-conscious
cognizer” in Katherine Hayles terminology. All the machine needs to do is to evaluate
x2 7→ d(x1)(x2). The person (agent) might do all the cognitive heavy-lifting in evaluating
d(x1), leaving only very limited “discretion” to the machine contingent upon x2. In such a
case, demanding that there is a single entity that “makes the decision” is clearly silly: the
overall “making of the decision”, the evaluation of the second order function d(x1)(x2), is
a cooperative effort between the person and machine.

A useful concept for thinking about decisional autonomy is notion of second order re-
sponsibility due to Illies and Meijers (2009). They assume two moral agents (I changed
their notation to a boss B and subordinate S). The level of moral responsibility is couched
in terms of the different possible courses of action available to the two agents. If the second
agent has no choice whatsover, they are not held to any account. When one thinks of two
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persons in the sequential set-up described above, it does indeed make sense to hold the
second accountable only within the set of choices available. They say

The second-order responsibility of B does not diminish the normal (or first-order) respon-
sibility of S; S remains fully responsible for her choice on the basis of her Action Scheme
at a certain time. But we do hold B responsible for having influenced S’s Action Scheme
as that is indeed what he can be blamed or praised for (Illies and Meijers, 2009, page 433).

But this does not imply that one should hold a machine to which one delegates the second
order choice similarly responsible — for if B designed or commissioned the machine, all
that is happening is that B is taking full responsibility for evaluating d(x1)(x2), but has
broken the execution into two parts. The machine does not have the moral agency, or
conscious thought that would allow it to take on any moral responsibility. We do need to
consider the behaviour of the entire system into account. But the responsibility rests with
B: the designer and commissioner.

When the roles are reversed it is easy to mistakenly assign moral responsibility to the
machine as is done for example by Verbeek (2008b) and Illies and Meijers (2014). That is,
machine M chooses d(x1) and the human S gets to only choose d(x1)(x2) and responsibility
is assigned to M. But this is misleading since the machine M (a technological artefact)
was the result of an earlier decision by a (potentially different) person D, choosing some
x0 ∈ X0, and thus S is actually evaluating (deciding) upon x2 7→ d(x0)(x1)(x2); The designer
D is responsible for d(x0), d(x0)(x1) and the subordinate S is responsible for d(x0)(x1)(x2).
This is true whether M is a speedbump (Verbeek, 2008b; Latour, 1999), another “mundane
artefact” (Latour, 1992) or an advanced piece of AI technology.

I do agree with Verbeek (2008b, page 98) that technological artefacts help constitute and
mediate human moral choices. Ultimately one needs to assess the moral implications of
the entire system. But it is the human designers, owners, commissioners, operators, and
beneficiaries of the system, that need to be held accountable, not the mere technological
artefacts (Illies and Meijers, 2014). It is the persons who have the intentionality, freedom,
ability to understand the implications, general purpose reason, and capacity for empathy
and moral sentiment.

Decisions are generically non-atomic; there is always a prior context, which was (at
least in part) a consequence of earlier decisions by some (potentially other) person. Thus
the notion of “second order responsibility” is generically necessary. Such second-order
responsbility does not absolve any person of the choices that they make, but “no one is to
be blamed or praised for the choices of others” (Illies and Meijers, 2014, pages 171ff).

Peterson and Spahn (2011) argue that that technological artefacts themselves can “never
be (part of) moral agents” viewing them only as “neutral tools” While recognizing that
strong neutrality can hardly be tenable (given the influence technologies have), they com-
pellingly argue for a “weak neutrality thesis”. Consider the three subtheses that techno-
logical artefacts (1) never figure as moral agents, and are never (2) morally responsible for
their effects, and (3) never affect the moral evaluation of actions. The “strong neutrality
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thesis” demands (1–3); the weak version only 1 and 2 (Peterson and Spahn, 2011, pages
422ff).

1.3.7 Ethical decisional autonomy is graded
For the twenty-first century, then, autonomy is human action removed in time.

This, in a sense, is the essence of the term ‘programming’ – telling the
computer what to do at some point in the future, when the program is run

— David Mindell (2015)

“Autonomy,” literally “self-rule” or “self-legislation,” is often held to mean acting ac-
cording to rules that one imposes upon oneself.

At the core of the moral philosophy of Kant is the claim that morality centers on a law
that human beings impose upon themselves, necessarily providing themselves, in doing
so, with a motive to obey. Kant speaks of agents who are morally self-governed in this way
as autonomous (Schneewind, 1998, page 483).

Other conceptions of autonomy are possible: Dworkin (1988, page 20) conceives of it as

A second-order capacity of persons to reflect critically upon their first-order preferences,
desires, wishes, and so forth and the capacity to accept or attempt to change these in light
of higher-order preferences and values.

My purpose here is not to try and define autonomy precisely; on the contrary, I argue that
it cannot be precisely defined because of its graduated nature. This gradation is centrally
important to considerations of AI in ethical decision making. Mindell (2015) talks of
“the myth of full autonomy” of technological devices, which if true would be a legitimate
concern; but neither any technological artefact, nor any human, is entirely autonomous.

Autonomy is considered vital for human flourishing: “it is widely held that being au-
tonomous is the default presumption under which we interact with adults in the modern
world” (Schneewind, 2013, page 147). Although much modern philosophy makes little
or no use of the concept (Schneewind, 2013, pages 150–154), in the last 50 years there
has been an explosion of interest in it. But recent neuroscientific evidence shows that our
perception of our own autonomy is quite exaggerated (Felsen and Reiner, 2011), which is
not to say that we lose our moral responsibility (Dubljević, 2013). Such misperception af-
fects our economic (Bossaerts and Murawski, 2015) and moral and social decision making
(Yoder and Decety, 2018). Chemicals (hormones) directly affect our economic decisions
(Nadler and Zak, 2016) and our ethical behaviours such as pro-sociality (Crockett, 2009).
These influences merely mean our autonomy is not absolute but graded (Walker, 2011;
Nagel, 2013).

Partial autonomy means we retain some discretion, but not complete control. But we
remain responsible relative to the discretion we have (Walker, 2011). Many technological
artefacts can partially reduce our autonomy, without reducing our accountability. A speed-
bump limits our otherwise morally free choice on how fast we may drive on a road: “Moral
agency, therefore, does not require complete autonomy. Some degree of freedom can be
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enough for one to be held morally accountable for an action. And not all freedom is taken
away by technological mediations, as the [example] of . . . driving speed make[s] clear”
(Verbeek, 2011, page 59). And this perception of technological influence on autonomy is
widely felt with regard to such behavioural “nudges” such as speedbumps (Felsen et al.,
2013).

Our tools have no autonomy, nor indeed agency. But we have a “second-order responsi-
bility” for what our tools do on our behalf — namely enacting our own moral choices (Illies
and Meijers, 2009, 2014). Their moral significance is only as mediators (Verbeek, 2011)
or as amplifiers of our own ethical intelligence, which we remain entirely responsible for
— if a human uses the “wrong tool” for a job, or uses the tool badly, no responsibility rests
with the tool; the tool does not decide — we merely use the tool to decide for us.

1.4 AI Tools — Technologies of the Intellect
A regrettably common misperception of particularly some newer, less familiar, seemingly

more menacing forms of technology is that they are an invasive, extra-human force.
— Robert McC Adams (1996, page 265)

In no sense is technology nonhuman, since it is developed and used by human minds
and hands. . . . The example to which I turn again (and there are many possibilities) is
the mathematical table. That is essentially the product of writing, but one that can be

taught to and learned by those who can neither read nor write. Yet it provides those who
use it with a special cognitive tool, a technology of the intellect. — Jack Goody (2000)

All of human history, upon close scrutiny, ultimately resolves into
the history of the invention of better tools. – Edmund Reitlinger

Artificial Intelligence technology, like any tool, expands our capabilities:

[T]hanks to the hammer, I become literally another man, a man who has become ‘other’,
since from that point in time I pass through alterity, the alteration of that folding (Gibson,
2015). This is why the theme of the tool as an ‘extension of the organ’ makes such little
sense. Those who believe that tools are simple utensils have never held a hammer in their
hand, have never allowed themselves to recognize the flux of possibilities that they are
suddenly able to envisage (Latour, 2002, page 250).

Like the hammer, AI can be used for ethical harm. Compared to decision making by hu-
mans, at least in principle AI can ensure auditability and accountability at a level hard
to achieve otherwise (Kleinberg et al., 2017; Parker and Danks, 2019): one is unlikely to
see laws passed prohibiting the gathering of statistics on AI decisions like that recently
passed for human judges in France (Taylor, 2019). Evaluating AI systems that are cog-
nitive extenders, is a different task to that of evaluating them as pure autonomous agents
(Hernández-Orallo and Vold, 2019; Ienca, 2017). The distinction is akin to Richard Harper
et al.’s distinction (2008) between two different notions of a “smart home”: one that is
smart in itself, and one which helps the occupants be smarter.
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Technologizing ethical decisions is akin to demanding one’s argument and position is
written down. As Peter Skagestad (1993, page 167) observed, following Karl Popper’s
lead, “only once something has been written down does it become criticizable and hence
epistemologically interesting.” I claim that the same sentence is true if one replaces “episte-
mological” by “ethically.” Being forced to “write-down” one’s ethics with AI will demand
quantification with its concomitant increase in precision and auditability: “[A]gencies
should recognize that the use of algorithms will often compel agency decision makers
to engage in quantitative coding of value judgments that have typically been made qualita-
tively” (Coglianese and Lehr, 2016, page 1218).

1.4.1 The real problem — The ethically harmful use of AI
Comparing AI to other technologies, and how their harms have been controlled and miti-
gated (Williamson et al., 2015), I suggest that we need to focus on the uses of the technol-
ogy, rather than the technology itself. I illustrate this idea with the two notions of privacy
and autonomy. As Dworkin (1988, page 104) puts it “One way of interfering with your au-
tonomy is to deceive you. This interference with information is, however, just the opposite
kind from that involved in interference in privacy. What is controlled is the information
coming to you, not the information coming from you.”

This is hardly a new problem, as illustrated by the following example regarding an earlier
control technology (Beninger, 1986). Dworkin (1988, page 38) quotes from Anna Karen-
ina regarding how Stefan Arkadyevitch’s moral principles are not their own because they
regularly read a newspaper. Stefan’s “beliefs are not his because they are borrowed; and
they are borrowed without even being aware of their source; and, it is implied, Stefan is
not capable of giving some account of their validity . . . ” (italics added).

Consider the distinction made by Susser et al. (2018); Susser (2019); Vold and Whittle-
stone (2019) between persuasion (a third party attempting to convince you in a manner
that is manifest to you and with reasons) versus manipulation (Coons and Weber, 2014)
(changing your mind in a manner that you are not even aware of, and thus have no power to
resist). By virtue of their power to build accurate predictive models of people on the basis
of large amounts of seemingly innocuous information, AI technologies especially enable
manipulation, which is the business model of advertising (Bartholomew, 2017). AI did not
create advertising, but by making it more precise and efficient, it has weaponised it to an
extent that violates human moral autonomy (Villlarán, 2017; Gunn et al., 2018) to a degree
where great harms are being caused (Bernal, 2018).

But such harms are largely ignored in the debate about the ethics of AI. Indeed they
are quite invisible. Jørgensen (2017) interviewed employees at large AI based platform
companies and found

None of the people I spoke to associate the company’s dedication to privacy with limits on
the information that is collected about its users. Data collection and targeted advertising is
the taken-for-granted context in the sense that it is a premise for using the service.
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There is little point in making the advertising algorithms fair to different ethnic groups
if the greater harm of invisible maniuplation of voting preferences (for example) remains
unchecked. The very business model is one of treating people as means, not ends in them-
selves.

Rather than using AI in an unethical manner, we should look to more convivial ways
(McQuillan, 2016), returning to the ideal behind the creation of the personal computer.
Lewis Mumford’s definition of democracy included the requirement for “protection against
arbitrary external controls, and a sense of individual responsibility for behavior that affects
the whole community” (Mumford, 1964, page 1). I claim such protection is necessary
against the wielding of the external controls enabled by AI technology in the hands of a
few. We have seen this before. Randolph Probstfield, a senator from the state of Minnesota,
wrote in 1896 of the appropriation and control of the the powerful technologies of his day:

[O]ur would be masters have a corner on the whole outfit of the inventions, and they are
now just as much employed to the destruction of human rights as formerly in the absence
of those inventions the peoples ignorance was used as a means. (Quoted in (Pollack, 1962,
page 23))

Focussing upon the harmful use of AI is simply an updated version of a common theme
from 19th centry critics of the impact of the then-new technologies of railroads, steam and
factories. As Kasson (1999, page 192) observes of Edward Bellamy’s Looking Backwards,
“the root of this new social barbarism . . . lay in the rise of a new industrial aristocracy
rather than in the technology itself” — that is, it was the “grossly inequitable distribution
of the fruits of the technology” that was the root cause of the immense harms that were
perpetrated. Bellamy’s contemporaries were in consensus that focussing on the benefits to
individuals, rather than the one dimensional pursuit of money, was necessary to reverse the
harm.

We could do well to learn from them, for like the gradual transformation of the new
factory town of Lowell Masachussetts described by Kasson (1999, Chapter 2), which was
explicitly founded on high republican ideals, only to degenerate, after a generation, into an
exploitative and miserable existence for those who worked there, we see a similar pattern
today, with companies founded on wide-eyed promises of the new technology of AI to
“universally” serve humanity and “do no evil” only to become, after less than a generation,
beholden only to the interests of power, and corrupting and quashing any notion of higher
purpose with a torrent of informational manipulation and exploitation in the service of the
highest bidder. We do, however, have a choice:

Nothing that man has created is outside his capacity to change, to remold, to supplant, or
to destroy: his machines are no more sacred or substantial that the dreams in which they
originated. — Lewis Mumford (1944, page 415)

Acknowledgement Thanks to insightful criticism from Julia Haas and Jennifer Wort-
mann Vaughan.
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